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With the growth of what were once smaller AI applications into highly 

complex systems, the issue of who is responsible for the predictions or 

decisions made by these systems has become pressing. Using the 

example of autonomous driving, this Brief highlights major 

accountability problems for AI systems from a legal and ethical 

perspective. Implications for accountability, including explainability and 

responsibility requirements, can already be found in current guidelines. 

However, the transfer and application of these guidelines to the specific 

context of AI systems, as well as their comprehensiveness, requires 

further efforts, particularly in terms of societal demands. Therefore, 

further multidisciplinary investigations are required to strengthen the 

development of holistic and applicable accountability frameworks. 
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Autonomous Driving as a Use Case 
 
Autonomous driving is arguably one of the most 
elaborate existing research areas. Many scientific 
disciplines and technologies are needed to realize 
the dream of a fully self-driving car. The 
interaction of the vehicle in the real world is a non-
deterministic process, so that action sequences of 
the vehicle cannot be unambiguously determined. 
The high complexity of the driving task requires a 
high level of experience so that even difficult 
driving situations can be handled. AI and Machine 
Learning (ML) promise to solve these types of 
problems by using huge amounts of data. These 
large amounts of recorded data can be considered 
as experiences of the machine, which correspond 
to the past experiences of a brain. As with 
humans, decision-making based on historical 
experiences is not transparent or obvious to 
external individuals. In the technological context, 
opacity increases with system complexity. 
However, these challenges must be overcome for  

the technology to be widely adopted by customers 
and society (Amodei, 2016). In any case, to 
ensure acceptable products, each subsystem of 
the vehicle must be safeguarded in the process to 
avoid errors that can occur during the 
development phase and during operation. 
 
This comes into conflict with the finding that users 
want techniques that are directly interpretable, 
comprehensible, and trustworthy (Zhu, 2018). The 
demand for ethical AI is increasing and has 
become thematically more important in society 
(Goodman, 2017). Therefore, trade-offs must 
assess between the performance of a model and 
its transparency, or explainability, in order to meet 
societal, and not just technological, needs 
(Dosilovic, 2018). One way to develop transparent 
but powerful algorithms is to use Explainable AI 
(XAI) methods. “XAI will create a suite of machine 
learning techniques that enables human users to  

Application areas of artificial intelligence (AI) have grown rapidly in recent years. Patent registrations 

and AI-enabled inventions are increasing and are being adopted by industry as AI applications 

promise higher performance (Zhang, 2021). Small use cases are growing into larger and more 

complex systems that directly impact people's lives. Unlike previous technological advances, far-

reaching decisions can be made without direct human intervention. This brings to light a new 

concern regarding how such systems can be made accountability, a major feature of which is 

improving the general understandability, or explainability, of such technologies. Explainability of 

these systems can help define and delineate accountability, and with that responsibility, more 

clearly.   
 

Accountability is defined as “the fact of being responsible for what you do and able to give a satisfactory 

reason for it” (Cambridge Dictionary, 2022). Consequently, accountability consists of two components: (1) 

responsibility, defined as “something that it is your job or duty to deal with”, and (2) explanation, i.e., “the 

details or reasons that someone gives to make something clear or easy to understand” (Cambridge 

Dictionary, 2022). In particular for AI systems, realizing those two concepts is a difficult task. As AI systems, 

such as neural networks, are often black box systems, i.e., the connection between input and output 

parameters is opaque, an explanation of how the system derived a certain prediction or conclusion is not 

always obvious. This problem may even intensify in the future, as explicability of algorithms decreases with 

their increasing complexity. Additionally, missing explanation exacerbates the issue of responsibility, making 

it hard to determine duties if the decision process or source of failure is not entirely clear. 

In this Brief, we will investigate current challenges for accountability of AI systems from two perspectives; 
legal and ethical. The challenges for accountability from a practical perspective will be introduced using the 
example of autonomous vehicles. We will further examine how and which obligations to explainability arise 
from currently existing legal frameworks, how product liability standards can be translated into the specific 
use case of AI systems and the challenges that may arise. As an outlook, we will discuss the need for a 
broader accountability approach, the requirements for a multi-level explainability, and the bigger picture of 
social responsibility.  
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understand, appropriately trust, and effectively 
manage the emerging generation of artificially 
intelligent partner” (Gunning, 2017). 
 
The essential goals of XAI are therefore 
understanding and trust. There are two technical 
ways to achieve this: either the development of 
transparent models from scratch or the post-hoc 
explainability of ML models (Arrieta, 2020). In 
transparent models, attention is paid to the 
requirements of the model already in the design 
process. Examples of techniques in this area 
include linear/logistic regression, decision trees or 
rule-based learning. Models from this domain are 
easy to understand, but limited in performance. 
Post-hoc explainability techniques, on the other 
hand, examine AI models where explainability 
was not considered the during design process. 
Some of these algorithms analyze the black-box 
environment of the ML model to obtain information 
about the relationship between input and output 
through perturbations. With the help of these 
methods, the transparency of decisions can also 
be increased in the field of autonomous driving. 
Figure 2 shows an attention map created in the 
temporal context of autonomous driving using 
camera recognition data (Kim, 2018). 
 
Important areas of the camera that are essential 
for decision-making can be visualized. To make 
the decision process understandable for the user, 
other methods can be used, such as a linguistic  

explanation (Arrieta, 2020). The explanation in 
Figure 2 of the vehicle could then be as follows: 
“The car heads down the street, because the 
street is clear” (Zablocki, 2018). 
 
XAI can contribute to minimizing and reporting 
negative impacts in the field of AI from a technical 
point of view. XAI methods are intended to provide 
the same level of transparency in the long term as 
other technical systems that operate without AI. In 
addition to decision-making, XAI can also help 
detect irregularities in the data. Unfair practices, 
such as discrimination against ethically 
marginalized groups, can be reduced. With these 
technical capabilities, responsible AI should thus 
be developed.  
 
Nevertheless, further discussions are needed to 
actually achieve implementable accountability. 
Legal and ethical challenges, for instance, must 
be overcome to develop responsible AI of the 
future. 
 

Legal Obligations to Accountability 
 
The definition introduced above outlines that 
accountability consists of two components, being 
responsible for a decision or action, as well as 
giving appropriate explanation for it. As both of 
others, digital or non-digital, contexts, obligations 
these concepts have already been brought up by  
existing legal guidelines. However, there are for AI 

Figure 1: SAE Levels of Autonomous Driving (SAE International, 2018)  
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systems can be examined with regard to  major 
difficulties for translating common general 
approaches towards regulating explainability and 
responsibility to the specific context of AI, some of 
which we will investigate below. 
 
 
Obligations to Explainability  
Indicators for a right to explanation can be found 
in many legal frameworks, such as contract and 
tort law or consumer protection law (Sovrano et 
al., 2021). In particular regarding the use of 
personal data, the General Data Protection 
Regulation (Regulation 2016/679; GDPR) can be 
used as a first legal reference that regulates 
transparency obligations in the European Union 
(EU). Specifically, as AI systems are highly 
dependent on the use of data and, in some cases, 
the processing of personal data cannot be entirely 
avoided (e.g. recording high-resolution maps for 
autonomous driving including images of 
pedestrians in the streets), GDPR has a strong 
impact on data governance in AI systems.  
 
If the GDPR is applicable, the data processor is 
obliged to provide the data subject with certain 
information on, for example, collection and use of 
personal data. Aiming now at deriving a general 
right to explanation for AI processes, essentially 
two main grounds can serve as a starting point in 
the GDPR (Ebers, 2020; Hacker & Passoth, 
2021). First, Article 22 regulates “automated 
individual decision-making, including profiling” 
and, in certain cases, obliges the data controller 
to “implement suitable measures to safeguard the 
data subject's rights and freedoms and legitimate 
interests, at least the right to obtain human 
intervention on the part of the controller, to 
express his or her point of view and to contest the 
decision” (Art. 22(3), GDPR). A second anchor 
can be found in Article 15 regulating the “right of 

access by the data subject”, which grants the data 
subject a right to “meaningful information about 
the logic involved” (Art. 15(1)(h), GDPR).  
 
 

 
 
However, major debates have emerged among 
scholars concerning whether those articles 
translate to a general right to explanation for AI 
processes (Bibal et al., 2021; Ebers, 2020; 
Felzmann et al., 2019). First, Article 22 applies to 
decisions “based solely on automated processing” 
(Art. 22(1), GDPR). Many AI-enabled systems still 
allow for human intervention. Therefore, they are 
not covered by this obligation (Ebers, 2020). 
Further, it is controversial among legal scholars as 
to whether Article 22 actually grants a right to 
explanations of individual decisions (Bibal et al., 
2021; Ebers, 2020). Recital 71, providing 
additional interpretive guidance on Article 22, 

Autonomous vehicle systems are an 

ideal example of complex applications 

that could revolutionize their industry in 

the coming decades. However, there are 

already examples in which the system’s 

opacity has led to long legal disputes 

due to the lack of clarity in regard to 

liability issues (Griggs & Wakabayashi, 

2018). In 2018, for example, an Uber test 

vehicle hit a pedestrian even though a 

safety driver was on board of the 

vehicle. In the end, the test driver was 

held liable. However, this was not clear 

at the beginning. 

Figure2: Attention Map Generation (Zablocki, 2018, Kim, 2018)  
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mentions such a right. However, it has not been 
explicitly incorporated in the binding section of the 
GDPR (Ebers, 2020). Article 15 seems more 
promising, as it directly refers to “meaningful 
information”. But it does not elaborate on the 
appropriate level of detail of the provided 
information. Some argue whether all information 
is needed to explain individual decisions or only 
the overall structure and functionalities of an AI-
based system needs to be disclosed (Ebers, 
2020; Hacker & Passoth, 2021). 
 

 
 
To obtain more clarity on the specific transparency 
requirements for AI systems, a first outlook can be 
found in the proposal for a Regulation of the 
European Parliament and of the council lying 
down harmonized rules on Artificial Intelligence 
(Regulation 2021/0106, AI Act), also referred to as 
AI Act. The European Commission proposes to 
take a risk-based approach and categorize AI 
applications into three levels, (1) prohibited AI 
practices, (2) high-risk AI systems and (3) AI 
systems of minimal risk. While prohibited AI 
practices bear an unacceptable risk and will 
therefore be banned from “placing on the market, 
putting into service or use” (Art. 5(1)(a), AI Act) in 
the EU, certain transparency requirements are 
imposed on high-risk or recommended for 
minimal-risk AI systems. For high-risk AI systems, 
the AI Act in its current implementation mainly 
demands transparency on data and data 
governance to prevent bias (Art. 10, AI Act), 
technical documentation of the general 
algorithmic logic to demonstrate the compliance 
with the AI Act requirements (Art. 11 & Annex VI, 
AI Act), record keeping to allow for monitoring and 
increase traceability (Art. 12, AI Act), as well as 
further transparency obligations to allow users to 
interpret and appropriately use the system’s 
outputs (Art. 13, AI Act). While the current 
proposal of the AI Act is already significantly more 
concrete and tightly adapted to the specific 
circumstances of AI systems than more generic 
legal frameworks, there is still some criticism 

about its practical applicability. For instance, 
although the AI Act concretely elaborates on 
transparency measures to be put in place, the 
degree of required transparency is still left vague. 
Instead, it refers to an appropriate level, still 
allowing much room for variation and 
interpretation. 
 

We see that legislation recognizes the issue of 
transparency and its intensified necessity in the 
context of AI systems. Current legislation can be 
adapted to the use of AI, as well as new directives 
have been put in place. However, the concept of 
explainability is targeted through transparency, 
which refers to transparent algorithmic processes 
rather than clearly traceable decision-making. 
Explainability issues have not been clarified in 
their entirety yet, as there are still unresolved 
questions in particular on the level of 
interpretability in the concrete application 
contexts. 
 
Furthermore, a prevailing problem is the question 
of which rights are granted to whom and against 
whom, i.e., who can demand which explanation 
from whom. An example of this unresolved 
tension is the GDPR granting explanation rights to 
the data subject, who is, however, not necessarily 
the system’s user. Exemplary is equally the AI Act, 
which does not grant the user any claim for 
reparation, only penalizes noncompliant behavior. 
Therefore, although more concrete guidelines that 
regulate the pressing matter of explanation and 
transparency are already in place or initiated, the 
issue has not yet been fully resolved and the main 
task now is to reconcile the theoretical 
conceptions with practice. 
 
Implications of Liability 
The second component of accountability from a 
legal perspective is understood as liability, i.e., 
“the state of being legally responsible for 
something” (Cambridge Dictionary, 2022). 
Liabilities for businesses are, of course, manifold 
and can result from many different obligations and 
regulations, such as from just described data 
abuse according to GDPR, or transparency duties 
from the newly proposed AI Act. An interesting 
research field for AI is liabilities due to system 
failure according to obligations derived from 
product liability directives. On the one hand, this is 
the major legal starting point when studying 
responsibility distribution for a system error. On 
the other hand, it still needs to be investigated how 
AI systems fit into the directive’s prerequisites. 

Accountability consists of two 

components, being responsible for a 

decision or action, as well as giving 

appropriate explanation for it. 
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Liability here refers to the “non-contractual, strict 
liability of the producer for damage caused by a 
defective product” (Borges, 2021, p. 33). It is 
therefore not a matter of faults, it instead depends 
on certain preconditions, such as which interests 
are affected or how the damage is caused. The 
approximation of the laws, regulations and 
administrative provisions of the Member States 
concerning liability for defective products (Council 
Directive 85/374/EEC, The Product Liability 
Directive, PLD), which came into force in the EU 
in 1985, gives guidance on these prerequisites 
and sets the standards for strict liability for a 
product’s defects. Essentially, the producer of a 
product and respectively the manufacturer of the 
defect component are liable for damage to one of 
the rights protected under the directive. A 
complete and exhaustive list of rights that are 
protected is provided, mainly including death, 
personal injury and damage or destruction of 
property. Further, the damage must be caused by 
the product, in particular, by the defect of the 
product.  
 
While this derivation sounds reasonable for most 
tangible products, questions arise if the directive 
is to be applied to AI systems. A first major 
precondition is that the damage is caused by a 
product, defined as “all movables […], even 
though incorporated into another movable or into 
an immovable” (Art. 1, Product Liability Directive 
(PLD)). In theory, it is therefore arguable if AI falls 
under the PLD, as it is not in line with this definition 
of movable objects and is usually provided as a 
service. In practice, however, software and, 
hence, AI created by software shall be treated like 
a product and be subject to the same liability 
standards (Cabral, 2020). Worth mentioning is 
also the scope that the PLD sets, limiting liabilities 
to damage to the health or property of private 
users. It excludes claims of commercial users, as 
well as mere financial loss due to the product 
failure (Borges, 2021). Furthermore, other rights, 
such as personality rights are currently not 
covered by product liability rights (Borges, 2021). 
This is particularly relevant for AI systems, as 
damage caused by incorrect assessment due to, 
for example, bias is not covered by product 
liability.  
 
A second source of difficulties in applying the PLD 
to AI systems is the question of who accounts for 
which component. This is less obvious for AI than 
for physical products. According to the directive, 

the system manufacturer is responsible for the 
entire product and is jointly liable with the supplier 
of the defective component. In the case of 
software in general and AI in particular, however, 
it is more difficult to distinguish the individual 
components and therefore to derive concrete 
liabilities. An example is the distinction between 
the algorithmic conception of an AI and its trained 
implementation. Resolving interpretations 
suggest that an untrained AI model is seen as 
basic material while the network fed with data is 
considered a component equivalent (Borges, 
2021). This highlights that a translation of current 
product liability standards to AI technologies is 
possible, however, more clarity on the concrete 
adaptation in this context is needed.  
 

 
What this overview shows is that there already 
exists a backbone for both responsibility and 
explainability obligations of accountability in 
current legal frameworks. However, the transfer to 
the special use case of AI, for instance by drawing 
connections between standard products and AI 
systems, is still ongoing. The explainability 
component of accountability is particularly 
relevant as transparency (a necessary component 
of explainability) and responsibility are highly 
intertwined. Explanation of a decision can show 
reasoning and, hence, shed light on accountability 
of the engaged actors. Therefore, explainability 
becomes even more pertinent in legal 
considerations, as it can prove or disprove the 
liability of parties involved.  
 
 

Ethical Challenges for Accountability 
 
While the law may lay down good first steps for an 
accountability framework, an ethical framework 
goes beyond this and calls for more. Indeed, 
accountability, when considered a sum of 
responsibility and explainability, does not concern 

The lack of transparency surrounding 

the dataset, and its possible bias, and 

inner workings of the decision-making 

process of the systems building off of 

those data can result in the exclusion of 

certain populations from the AI 

decision-making process. 
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only the technical aspects of a tool, but also its 
global impact on society.  
 
Accountability, on a higher level, can be defined 
as the relationship between an actor and the 
group (e.g. society) to which the actor holds an 
obligation to justify their conduct (Bovens, 2007).  
 

 
It is what allows critiques and praise regarding the 
performance of a stakeholder, and relates to their 
active choice to give information regarding their 
behaviors (Bovens et al., 2014). Using this 
approach, the need for explainability of the AI-
powered tool implemented, and discussion 
relating to its use and impact, is quite clear. 
Additionally, a judgment entailing formal or 
informal positive or negative consequences can 
be passed onto the actor’s choices, thus on the 
product proposed by said actor (Ackerman, 2005; 
Bovens, 2007; Olson, 2018).  
 
However, some main questions remain for a 
proper application of the accountability concept in 
the context of AI – the identification of its different 
stakeholders and the way responsibility needs to 
be shared between them (Gevaert et al., 2021). 
  

The Need for Explainability 
As stated in the previous definitions, explainability 
in regard to a tool’s quality and use is needed to 
build a good accountability evaluation. Even if a 
comprehensive accountability evaluation is 
broadly researched on the technical side of an AI 
application, to shed light on the inner workings of 
different types of algorithms and the data used to 
train them, more considerations need to be made 
to reach an acceptable global level of 
explainability (Gevaert et al., 2021).  
 
 

 
 
The opacity of AI systems creates an imbalance 
in society for the most vulnerable groups in 
particular due to the presence of bias towards said 
communities in the dataset used to train the tool. 
The lack of transparency surrounding the dataset, 
and its possible bias, and inner workings of the 
decision-making process of the systems building 
off of those data can result in the exclusion of 
certain populations from the AI decision-making 
process (Barocas & Selbst, 2016). The 
identification of such bias prior to implementation, 
and resolution of the issues through methodical 
approach would reduce this type of inequality. 
Thus, the use, evaluation of data and correction of 
possible bias by AI systems producers need to be 
able to be evaluated and punished or resolved in 
the court of public opinion.  
 
A major issue faced to reach a proper 
acknowledgment and evaluation of such situation 
is the dissonant explanations given to humans, as 
compared to how one typically constructs 
explanations, impeding a good understanding of 
the problem (Miller, 2019). Indeed, 
understandability differs from one individual to 
another depending on their personal context and 
the aim of the explanation. This influences how 
appropriate and useful a given “why” and “how” 
explanation is (Ribera & Lapedriza, 2019; Miller, 
2019; Hoffman et al., 2018; The Alan Turing 
Institute, 2019).  

For the autonomous driving example, 

explainability is an inevitable first step 

towards a holistic accountability 

framework. Installing a data recorder or 

‘black box’ similar to the ones used in 

planes is often mentioned as a means to 

document inherent processes that led to 

a system failure. However, to record 

more complex parameters than a car’s 

mere speed or geographic location that 

can give further direction on the 

responsibilities, knowledge about 

currently hidden details of opaque 

techniques is required. This 

opaqueness and the lack of strong 

experience in unifying them with recent 

legal regulations highlight the need for 

further investigations in this research 

field. 

The lack of transparency surrounding 

the dataset, and its possible bias … can 

result in the exclusion of certain 

populations from the AI decision-

making process. 
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Gunning and Aha (2019), sum up three major 
needs for a good explainable AI: (1) to produce 
more explainable models, which would be 
necessary for a technical and social assessment 
of an AI product (2) to design better explanation 
interfaces, to facilitate the interaction with the 
knowledge required, and (3) to understand the 
psychological requirements to deliver effective 
explanations to humans, which will impact the 
opportunity for technically literate or not 
individuals belonging to a given society to 
participate in the evaluation of a tool. This last 
point is of main interest in regard to our 
accountability approach, mainly, the importance 
of involving all actors of society’s opinion and 
discussion in the definition of responsibility and 
consequences. In other words, this final point is of 
paramount importance for including communities 
served by the AI-producing stakeholders in the 
accountability distribution (van den Homberg et 
al., 2020). 
 
More than Accountability, a Social 
Responsibility 
More than its explainability requirement, 
accountability calls for an “ethical sense of who is 
responsible for the way AI works” (Floridi & Cowls, 
2019, p.8). AI is not only a technical problem, but 
a social one due to its possible impact on society. 
Thus, the identification of responsible and 
accountable actors needs to be thoroughly 
approached to consider the global frame of social 
responsibility towards the groups impacted by the 
AI tool. Indeed, such technologies can impact 
communities’ life, safety and well-being (Saveliev  

& Zhurenkov, 2020). As social responsibility can 
be understood as the consequential need for a 
stakeholder’s actions to benefit society. A balance 
must be struck between economic/technological 
growth and well-being of the group. At this point, 
defining what is meant by “well-being of the group” 
differs by each culture and subculture accordingly.  
 

 
Building off 47 ethical principles for a socially 
beneficial AI, Floridi and Cowls (2019) proposed a 
five principles approach to AI ethical evaluation. 
Starting off with four core principles borrowed from 
bioethics –beneficence, non-maleficence, 
autonomy, and justice– the authors argued for the 
need of an additional one to support 
understandability and accountability; the principle 
of explainability (Saveliev & Zhurenkov, 2020). 
This last pillar enables other principles to be 
evaluated, allowing for a social impact, and thus 
social responsibility consideration for each AI-tool 
proposed. 
 

Final Thoughts 
 
In this research brief, we highlighted the most 
pressing questions regarding accountability of AI 
products. Today's frameworks and regulations do 
not provide clear answers to the questions of how 
we should deal with accountability problems. Even 
if new legislation, such as the AI Act, is introduced, 
the specific application to business processes and 
technologies is not yet clear.  
 
The increasing use of artificial intelligence in 
products also creates further accountability 
dependencies. The more complex the systems 
become, the greater the impact on people and 
society.  
 

In the case of autonomous driving, the 

recognition of traffic signs can be taken 

for example. Indeed, the passenger must 

be given the opportunity to react to the 

uncertainty if it occurs. If a traffic sign is 

intentionally manipulated, explainability 

from the accountability perspective, the 

developer perspective, and the user 

perspective helps to solve 

misunderstandings (Eykholt et al., 

2018). 

In the case of autonomous vehicles, if it 

became the primary means of transport, 

social responsibility would translate as 

the reduction of 90% of all vehicles 

crashes, saving lives, and billions of 

dollars to societies (Bertoncello & Wee, 

2015). 
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Moreover, providing a clearer path to 
understanding AI systems and stakeholders 
involved in their creation, implementation, and use 
is of paramount importance in the consideration of 
social responsibility and accountability. A lot more 
needs to be done in regard to accountability 
definition whether technically or socially. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The introduction of autonomous driving 

level 3 (SAE International, 2018) in 

Germany can be cited as an example of 

increase dependencies. In this case, the 

driving task is completely left to the 

system for the first time. A time 

transition period is defined, which must 

be granted to the driver to take back 

control. Handing power over to the 

machine and limiting human oversight 

and control creates new questions of 

how to deal with malfunctioning and 

system errors. Therefore, a clear 

definition and distribution of 

responsibilities through frameworks 

and regulation to mitigate potential risks 

is inevitable. 
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